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Background

* The discovery of X-ray in 1895 initiated the era of medical imaging
diagnostics.

» Significant development in medical imaging technologies, processing medical
Images pose a substantial challenge by the implementation of digital medical
Image processing.

» Improve medical practice and refine health care systems all over the world

« Early detection of diseases

» Support accurate diagnosis and develop automated computer-aided
diagnosis systems (CADSs).
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Distributed and secure
technologies

Includes companies that design
and develop health data
aggregators and big data analysis

Cloud-based |B%)

Includes companies that design
and develop clinical data
exchanges within an enterprise,
image repositories, and enterprise
viEwers

Real-time and improved imaging

3D visualization and VR
(13%)

Incledes companies that design
and develop ultrasound
technelogies and medical imaging

Intracperative (10%)
Inchudes companies that design
and develop equipment for
precision surgical guidance, MRI
guidance, and wire-guidad
cathelers

Nuclear and hybrid imaging
(9%)

Includes companies that design
rand develop nuclear image
technology and photosensitizing
comMpounads to nelp identily cancer
in medical images

Incremental innovation and
point solutions

Portable {11%)
Inchudes mmpanies that d!ﬁagn

Paradigm-shift technologies

ANML [(22%9%)
Includes companies that design
and develop technologies for Al

and deep-leaming akgorithms that
interpret images

3D printing (3%)

Includes companies that design
Paradigm-shift technologies and develop personalized 30
B models and medical image
ANML. (22%) segmentation
Includes companies that design
and develop technologies for Al
and deep-leaming akgorithms that

interpret images




Medical imaging

* Electromagnetic radiation, radioactivity, nuclear magnetic
resonance, and sound to generate visual representations or
Images of internal tissues of the human body or a part of the
human body in a non-invasive manner.

« X-ray radiography, computed tomography (CT), magnetic
resonance imaging (MRI), and ultrasound (US) for about 90%
of all healthcare data

* Most of the medical images have noise, intensity inhomogeneity,
and weak boundaries, which require complex procedures




Main traits of Medical image
(Kevin Zhou 2020)







MRI Image




ST WnIpajy

Z - e
S
Q_J i g }7‘-

[ewiouqy

L

ysny YSIH

\ ;







Optical Coherence Tomography
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Medical Images Acquisition

Pre-
processing

Minimize the
noise,
artifacts and
bias effects;
improving the
contrast

Segmentation

Partitioning
an image into
meaningful
parts, often
consisting of
an object and
background

Feature
Extraction Classification

Extract assign one or
features more labels
according to to an image
size and
structure,
texture and
color



Image Segmentation

* Image Segmentation: extracts the region of interest (ROI) |
through an automatic or semiautomatic process
» Thresholding: Otsu
» Clustering : extracting the global characteristics of the image
to professionally separate the ROI from the background
» Hierarchical clustering, Divisive clustering, Mean shift
clustering, K-Means, Fuzzy C-Means (FCM)
* Region-based:
* Region merging, Region growing, Active contour
» Graph-cut methods: choosing seed points representing some
pixels to belong to the object and other pixels from the
background.
» Semi-automatic: user interaction is applied before
segmentation process
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* Preceded by segmentation and feature extraction.

« Concerns the training of classification models on a training set
* Develops the classification of whole screen using the best performing

classifier
« Statistical and classical:

e Bayesian

* Linear discriminant analysis

« K-Nearest Neighbor

« Support Vector Machine (SVM)
o Artificial Intelligent:

* Neural Network

* Fuzzy Logic

* Decision Tree

» Genetic Algorithm




DEEP LEARNING

 Worldwide interest in artificial
intelligence (Al) applications, including wbl. e Bel wen er
Imaging, is high and growing rapidly

« Availability of large datasets ("big data") . .. — %

e Substantial advances in computing S S0
power =~ @

e Success measured: increased -
diagnostic certainty, faster turnaround,
better outcomes for patients, and better
guality of work life for observer
(doctor/radiologist)




DL for Medical Image

ﬁ Deep Learning ﬁ

Supervised Unsupervised

Convolution NN Residual NN Deep Belief NN Autoencoder
v v ' vl
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(' Characterization Delineation

v Y

Classification * Segmentation

Performance Parameters




Segmentation using U-NET (Ronneberger et al., 2015)

In biomedical image processing, the
desired output should include
e localization, i.e., a class label is
| map supposed to be assigned to each pixel
"‘ It consists of a contracting path / down
sampling (left side) and an expansive
path / up sampling (right side)
Contracting path: two 3x3 convolutions,
RelLU, a 2x2 max pooling
o el Expansive path: up sampling of the
= copyand crop feature map, 2x2 convolution
:Tis::';f concatenation with the correspondingly
» cony 1x1 cropped feature map from the contracting

path, two 3x3 convolutions, RelLU.




Methodology of Medical Image
Segmentation & Classification

Pre-
processing

Augmentation

Training Prediction




Dental X-ray Segmentation using U-NET
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Dental X-ray Segmentation using UNET
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Convolutional Neural Network

. . . . Input
 In traditional image classification, low-level or

mid-level features are extracted to represent the !
Image and a trainable classifier is then used for
label assignments. Convolutional
 The high-level feature representation of deep R
convolutional neural networks has proven to be b :
superior to hand-crafted low-level and mid-level
features.
* In the deep convolutional neural network, both !
feature extraction and classification networks are Consenier
combined together and trained end-to-end. (image
. . classification)
« Convolution: to generate features from the image.
» Classifier: to classify the image based on the '
detected features. Prediction




Forward propagation

Bujjond weyy

194 + UoRNEALD]

N8Y + UoRAOALSD

Buijoog ey

ey + BoRnEALDY

f8y + wopnjoaAuss

Back propagation




CNN Architecture
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CNN Medical Image Research

Mateen, M., Wen, J., Song, S., & Huang, Z. (2019). Fundus image classification using VGG-
19 architecture with PCA and SVD. Symmetry, 11(1), 1.
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CNN Medical Image Research

Chang, J., Yu, J., Han, T., Chang, H. J., & Park, E. (2017, October). A method for classifying
medical images using transfer learning: A pilot study on histopathology of breast cancer. In
2017 IEEE 19th International Conference on e-Health Networking, Applications and Services
(Healthcom) (pp. 1-4). IEEE.

Grid Size Reduction

(with some modifications) Grid Size Reduction

Input; $99x299x3, :Clul:pru‘t'.&x&ﬂﬂd& Ix Inception Module C
pone e 5% Inception Module A - | ... 4x Inception ModuleB ...} .
i I

Convolution Input: : Qutput:
AvgPool 290x299x3 / 8xBx2048
MaxPool

Concat 4 & =
Dropout ‘ | Auxiliary Classifier

Final part:8x8x2048 -> 1001

Fully connected
Softmax




CNN Medical Image Research

Reddy, A. S. B., & Juliet, D. S. (2019, April). Transfer Learning with ResNet-50 for
Malaria Cell-Image Classification. In 2019 International Conference on
Communication and Signal Processing (ICCSP) (pp. 0945-0949). IEEE.
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Dental X-ray Classification using CNN
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Transfer Learning

Strategy 1 Strategy 2 Strategy 3
H T H Train the Train some layers and Freeze the
* TranSfer Iearnlng IS a pOpular methOd In ent:'re rmadel leave the others frozen canw;Iutional base

computer vision because it allows us to
Input Input Input

build accurate models in atimesaving
way (Rawat & Wang 2017). :
» transfer learning is usually expressed
through the use of pre-trained models.
* Apre-trained model is a model that was
trained on a large benchmark dataset to
solve a problem similar to the one that
Legend:
[ ] Frozen
- B Trained
2. Train some layers and leave the _

we want to solve.
* Fine-tune strategies:
1. Train the entire model

others frozen Prediction Prediction Prediction
3. Freeze the convolutional base

Source: Pedro Marcelino Transfer learning from pre-trained models



Fine-tune Model

Dataset Dataset
Size Size
ry A
Quadrant 1 Quadrant 2 Train the entire Train some layers and
model leave others frozen
Large dataset, Large dataset
but different from and similar to the
the pre-trained pre-trained v
model’s dataset model’s dataset ﬁ =
Dataset . Dataset
Similarity - Similarity
Quadrant 3 Quadrant 4 T::Lti‘;?:e:a:ﬁ Lsz::d Freeze the
Small dataset and Small dataset and convolutional base
different from the similar to the pre-
pre-trained trained model’s i
model’s dataset dataset "
™ o

Source: Pedro Marcelino Transfer learning from pre-trained models



Classifier

1. Fully-connected layers. Use a stack of fully-connected layers followed by a softmax activated layer
(Krizhevsky et al. 2012, Simonyan & Zisserman 2014, Zeiler & Fergus 2014).

2. Global average pooling. Instead of adding fully connected layers on top of the convolutional base,
add a global average pooling layer and feed its output directly into the softmax activated layer (Lin et
al. 2013)

3. Linear support vector machines. training a linear SVM classifier on the features extracted by the
convolutional base (Tang 2013)

Training and validation accuracy Training and validation accuracy 11
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Source: Pedro Marcelino Transfer learning from pre-trained models



Pytorch Documentation

'\..(—.\' - G o (0 mﬂ https://pytorch.org/docs/stakle/index. htm| a4 ﬁ v IN D ® @®
O Py’TO rch Get Started Ecosystem Mabile Blog Tuteriale Docs Resources Github
&
; Docs > PyTerch documantation Fdit onGirHulb - Shorecuts
60V
SR PYTORCH DOCUMENTATION o secmencen
Indices and tables

PyTorch is an cptimized tensor library for deep learning using GPUs and CPUs.
NoLes [Expand]

Notes
Language Bindings

& Automatic Mixed Precision examples

Crr
(oadon s Autograd mechanics
® Broadcasting semantics
® CPU threading and TerchScript inference
Python API
¢ CUDA semantics
torch ¢ Distributed Data Parallel
torch.nn ¢ Extending PyTorch
Ll L ¢ Frequently Asked Questions
torchTensor
® Features for large-scale deplcyments
Tensor Arzributes A 3
_ ® Multiprocessing best practices
ensor Views
. o
SeB o b Reproducibility
® Serialization semantics
tarchcuda

torchcudaamp Windows FAQ



Pytorch Documentation

O PYTO rch Get Started Ecosystem Mobile Blog Tutarials Docs Resources Github
L]

) Nocs > worchvision » torchwvision models
60v

Q search Docs TORCHVISION.MODELS

The models subpackage contains definitions of models for addressing different tasks, including: image classification, pixelwise
Notes [Expand] semantic segmentation, cbject detection, instance segmentation, person keypoint detection and video classification.

L= Elmilles Classification

C++
el The models subpackage contains definitions for the following model architectures for image classification:
* AlexNet
Python API * VGG
® ResNet
torch
corchnn ® SgueezeNet
torchnnfunctional = D
torchTensor ® Inceprion v3
Tensor A ributes * Googlellet
Tensor Views ¢ ShuffleNet v2
torchautograd ® MohileNet v2
torch.cuda ® ResNeXt
IOIT.hl—lil'[a am|‘: . Wlde ResNet
torch.distributed ® MNASNet

torch disi ritwnions

torch furures You can censtruct a model with random weights by calling its constructor:



Languzage Bindings

C+s

Javadoc

Python AP

torch

torchrn
torchnnfuncuonal
torchTensor
Tensor Atzributes
Tensor Views
torchautograd
torch.cuda
torch.cudaamp
torch distributed
torch distributions
torchtucures
torchhub

torchjic
torchrininit
torchonnx
torch.oprim
Complex Numbers
Quantizacion
Distribured RPC I'ramework
torchrandom

torchsparse

Pytorch Documentation

Loss Functions

nn.

nn

nn

nn.

nn

Tors > torchnn

L1Lloss

.MSELoss

.LxosskEntropylLoss

CTCLuss

NLLLcss

.PoissonNLLLoss

KI Divl oss

Creates a critericn that measures the mean absolute error
(MAE) between each element in the input X and target ¥ .

Creates a criterion that measures the mean squared error

(squared L2 norm) between each elemant in the input ¥ and

target y .

This criterion combines nn.Logsoftmax () and

nn.NLLLess() inone single class.

The Connectionist Temporal Classificatian loss.

The negative log likelihood loss.

Negative log likelihood loss with Poisson distribution of
target.

The 'Kullback-Leibler divergence’_ Loss

Creates a critericn that measures the Binary Cross Entropy



On Going Research

« Age estimation based on face recognition

Age estimation based on dental X-ray images

Detection of Blindness disease on OCT Image

Identification of Signature Validity

Detection of the patient’s level of emergency based on facial
expressions

Age estimate based on X-ray images

Panoramic radiography segmentation
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